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Much of today's assessment research and development concentrates on
norm-referenced tests which, by definition, are designed to rank-order students by
placing them on broad continua representing unidimensional traits. While the
summative information from norm-referenced assessment serves many purposes, there
is a rising call for criterion--referenced information concerning what students know and
can do relative to clearly defined desired outcomes of instruction. Although
criterion-referenced interpretations of norm-referenced tests are commonplace, the
literature on criterion-referenced tests from the 1970s and 80s can provide some
insights to guide today's research and practice. As Hambleton and Sireci (1997) point
out, the differences between the performance tests of today and the criterion-referenced
tests of the 1970s are not fundamental. Both are focused on assessment of what
students know and can do.

This Digest introduces ways of responding to today's rising call for criterion--referenced
information using Bayes' Theorem--a method that was coupled with criterion-referenced
testing in the early 1970s (see Hambleton and Novick,1973). After introducing Bayes'
Theorum, I discuss how it can be applied to diagnostic testing, adaptive testing, and the
scoring of performance items. The key advantages of using this model are that relatively
small datasets are required and that the necessary computations are surprisingly
simple.

BAYES' THEOREM

Rather than placing a student on an ability scale, the goal here is to identify the most
likely classification for the examinee. This classification can be dichotomous
(e.g.,master/non--master) or polychotomous (e.g., master/at--risk/non--master) or
involve placement on a categorical or interval scale. To illustrate Bayes' Theorem, I will
provide a simple example where the goal is to classify an examinee as being either a
master or a non-master. We will use responses to previously piloted items to determine
the probabilities of mastery P(M) and non--mastery P(N) and then classify the examinee
based on those probabilities. Lacking any other information about the examinees, we
will assume equal prior probabilities, i.e., P(M)=.50 and P(N)=.50. After each item is
scored, we will update P(M)and P(N) based on the response to the item.
As givens, we will start with a collection of items for which we have determined the
following four probabilities:

1. Probability of a correct response given that the examinee has mastered the material.

2. Probability of an incorrect response given that the examinee has mastered the
material.

3. Probability of a correct response given that the examinee has not mastered the
material.
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4. Probability of an incorrect response given that the examinee has not mastered the
material.

We will denote these as P(C|M), P(I|M), P(C|N), and P(I|N), respectively; note that we
have different conditional probabilities for each item. These conditional probabilities can
be determined from very small--scale, low--cost pilot testing; one approach is to use the
proportions of examinees in each group responding correctly or incorrectly. Suppose
that for item 1, 90% of the masters and 40% of the non-masters responded correctly.
Since a person either responds correctly or incorrectly, P(C|M)=.90, P(I|M)=.10,
P(C|N)=.40, and P(I|N)=.60.

The task then is to update P(M) and P(N) based on the item responses. The process for
computing these updated probabilities is referred to as Bayesian updating, belief
updating (probabilities being a statement of belief), or evaluating the Bayesian network.
The updated values for P(M) and P(N) are referred to as the posterior probabilities. The
algorithm for updating comes directly from a theorem published posthumously by Rev.
Thomas Bayes in 1763:

P(M|C) * P(C) = P(C|M) * P(M)

Let us suppose our examinee responds correctly to item 1. The probability of a correct
response, P(C), is thus 1.0 and by Bayes' Theorem, the new probability that the
examinee is a master given a correct response is
P(M|C) = (.90 * .5) / 1.0 = .45

Similarly, P(N|C) = P(C|N) * P(N) = .40 * .5 = .20. We can then divide by the sum of
these joint probabilities to obtain posterior probabilities, i.e.,

P'(M) = .45 / (.45+.20) = .692 and

P'(N) = .20 / (.45+.20) = .308.

We next use these posterior probabilities as the new prior probabilities, score the next
item, and again update our estimates for P(M) and P(N) by computing new posterior
probabilities. We iterate the process until all the items have been scored. Equivalently,
we could have computed the product of the relevant probabilities (correct or incorrect)
for masters and non--masters and then divided by the sum to obtain the last posterior
probability.

The Bayesian network defined here is a simple diverging graph. The
master/non--master state is causally connected to the set of item responses. When
applied to decision support systems and other expert systems, Bayesian networks are
typically much more complex, involving hundred of interconnected and
cross--connected variables. Evaluating such networks is computationally complex. As
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we have shown here, however, the computations for basic applications are quite simple

CLASSROOM APPLICATIONS

The basic framework described above is applicable to a wide range of settings. For
example, the framework can be used to score a diagnostic pretest. Here the pretest
would cover a variety of skills. A pilot test would determine the probabilities of
responding correctly for people who have mastered each skill and the probabilities for
those who have not done so. After the test is given to an individual, the probabilities of
mastery for each skill could be computed. The resultant list would identify which skills
have been mastered and which are likely in need of attention. One could go further and
model specific misconceptions (e.g., the examinee sums denominators when adding
fractions). Here the relevant probability would be the likelihood of selecting a particular
incorrect option (or generating a particular type of wrong answer), given that an
examinee has a specific misconception. Such a test would not only provide mastery
information, but identify specific areas to correct.
The framework is applicable to multi-dimensional items and tests. One could write
items, for example, that require the application of mathematical skill to solve a science
problem. A pilot test would need to be administered to compute the probability of
responding correctly to each item given mastery of the mathematics skills and the
probability of responding correctly to each item given mastery of the science skills. The
one test with complex items could then be scored using the Bayes' Theorem and
information about each skill area.

Bayesian networks have been used as the basis for computer adaptive tests. Welch
and Frick (1993) provide a excellent and simple overview of the topic. Basically, the new
posterior probabilities are computed after each item is administered. One stops
administering items when the probability of mastery is sufficiently high or low. Items are
selected from the pool of remaining items to maximize information or minimize a loss
function.

The framework can be embedded in an intelligent tutoring system (ITS) to determine
mastery after each instructional unit, tailor individualized instruction to characteristics of
the student, and adapt that instruction as the student learns material. This would again
require a collection of pre--tested items that assess the concepts covered by each
instructional unit.

REFERENCES AND RESOURCES

One can easily experiment with simple Bayesian networks using any of a large variety
of free, readily available software packages. A search on the Internet in September
2000 for 'Bayesian Network Software Packages' yielded more than 20 free packages
that could potentially be applied. Two that I have tried are Hugin Lite and Genie.
Bayes, T. (1763). Essay towards solving a problem in the doctrine of chances.
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